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Preface

About This Book
We believe firmly that analyzing data to uncover insight and meaning is one of the 
most important skills to prepare students for both the workplace and civic life. This is 
not a book about “statistics,” but is a book about understanding our world and, in  
 particular, understanding how statistical inference and data analysis can improve the 
world by helping us see more clearly.

Since the first edition, we’ve seen the rise of a new science of data and been 
amazed by the power of data to improve our health, predict our weather, connect long-
lost friends, run our households, and organize our lives. But we’ve also been concerned 
by data breaches, by a loss of privacy that can threaten our social structures, and by 
attempts to manipulate opinion.

This is not a book meant merely to teach students to interpret the statistical find-
ings of others. We do teach that; we all need to learn to critically evaluate arguments, 
particularly arguments based on data. But more importantly, we wish to inspire students 
to examine data and make their own discoveries. This is a book about doing. We are not 
interested in a course to teach students to memorize formulas or to ask them to mind-
lessly carry out procedures. Students must learn to think critically with and about data, 
to communicate their findings to others, and to carefully evaluate others’ arguments.

What’s New in the Third Edition
As educators and authors, we were strongly inspired by the spirit that created  
the Guidelines for Assessment and Instruction in Statistics Education (GAISE) 
(http://amstat.org/asa/education/Guidelines-for-Assessment-and-Instruction-in-
Statistics-Education-Reports.aspx), which recommends that we

• teach statistical thinking, which includes teaching statistics as an investigative  
process and providing opportunities for students to engage in multivariate thinking;

• focus on conceptual understandings;

• integrate real data with a context and purpose;

• foster active learning;

• use technology to explore concepts and to analyze data;

• use assessments to improve and evaluate student learning.

These have guided the first two editions of the book. But the rise of data science has 
led us to rethink how we engage students with data, and so, in the third edition, we 
offer some new features that we hope will prepare students for working with the com-
plex data that surrounds us.

More precisely, you’ll find

• An emphasis on what we call the Data Cycle, a device to guide students through 
the statistical investigation process. The Data Cycle includes four phases: Ask 
Questions, Consider Data, Analyze Data, and Interpret Data. A new marginal icon 
indicates when the Data Cycle is particularly relevant.

• An increased emphasis on formulating “statistical investigative questions” as an 
important first step in the Data Cycle. Previous editions have emphasized the other 
three steps, but we feel students need practice in formulating questions that will 
help them interpret data. To formulate questions is to engage in mathematical and 
statistical modeling, and this edition spends more time teaching this important skill.

ix

http://amstat.org/asa/education/Guidelines-for-Assessment-and-Instruction-in-Statistics-Education-Reports.aspx
http://amstat.org/asa/education/Guidelines-for-Assessment-and-Instruction-in-Statistics-Education-Reports.aspx
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• The end-of-chapter activities have been replaced by a series of “Data Projects.” 
These are self-guided activities that teach students important “data moves” that 
will help them navigate through the large and complex data sets that are so often 
found in the real world.

• The addition of a “Data Moves” icon. Some examples are based on extracts of data 
from much larger data sets. The Data Moves icon points students to these data sets 
and also indicate the “data moves” used to extract the data. We are indebted to  
Tim Erickson for the phrase “data moves” and the ideas that motivate it.

• A smoother and more refined approach to simulations in Chapter 5.

• Updated technology guides to match current hardware and software.

• Hundreds of new exercises.

• New and updated examples in each chapter.

• New and updated data sets, with the inclusion of more large data.

Approach
Our text is concept-based, as opposed to method-based. We teach useful statistical 
methods, but we emphasize that applying the method is secondary to understanding the 
concept.

In the real world, computers do most of the heavy lifting for statisticians. We 
therefore adopt an approach that frees the instructor from having to teach tedious 
procedures and leaves more time for teaching deeper understanding of concepts. 
Accordingly, we present formulas as an aid to understanding the concepts, rather than 
as the focus of study.

We believe students need to learn how to

• Determine which statistical procedures are appropriate.

• Instruct the software to carry out the procedures.

• Interpret the output.

We understand that students will probably see only one type of statistical software in 
class. But we believe it is useful for students to compare output from several  
different sources, so in some examples we ask them to read output from two or  
more software packages.

Coverage
The first two-thirds of this book are concept-driven and cover exploratory data  
analysis and inferential statistics—fundamental concepts that every introductory 
statistics student should learn. The final third of the book builds on that strong con-
ceptual foundation and is more methods-based. It presents several popular statistical 
methods and more fully explores methods presented earlier, such as regression and 
data collection.

Our ordering of topics is guided by the process through which students should 
analyze data. First, they explore and describe data, possibly deciding that graphics and 
numerical summaries provide sufficient insight. Then they make generalizations (infer-
ences) about the larger world.

Chapters 1–4: Exploratory Data Analysis. The first four chapters cover data collection 
and summary. Chapter 1 introduces the important topic of data collection and compares 
and contrasts observational studies with controlled experiments. This chapter also 
teaches students how to handle raw data so that the data can be uploaded to their statis-
tical software. Chapters 2 and 3 discuss graphical and numerical summaries of single 
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variables based on samples. We emphasize that the purpose is not just to produce a 
graph or a number but, instead, to explain what those graphs and numbers say about 
the world. Chapter 4 introduces simple linear regression and presents it as a technique 
for providing graphical and numerical summaries of relationships between two numeri-
cal variables.

We feel strongly that introducing regression early in the text is beneficial in build-
ing student understanding of the applicability of statistics to real-world scenarios. After 
completing the chapters covering data collection and summary, students have acquired 
the skills and sophistication they need to describe two-variable associations and to  
generate informal hypotheses. Two-variable associations provide a rich context for 
class discussion and allow the course to move from fabricated problems (because  
one-variable analyses are relatively rare in the real world) to real problems that appear 
frequently in everyday life. We return to regression in Chapter 14, when we discuss 
statistical inference in the context of regression, which requires quite a bit of machinery. 
We feel that it would be a shame to delay until the end of the course all the insights 
that regression without inference can provide.

Chapters 5–8: Inference. These chapters teach the fundamental concepts of statisti-
cal inference. The main idea is that our data mirror the real world, but imperfectly; 
although our estimates are uncertain, under the right conditions we can quantify our 
uncertainty. Verifying that these conditions exist and understanding what happens if 
they are not satisfied are important themes of these chapters.

Chapters 9–11: Methods. Here we return to the themes covered earlier in the text 
and present them in a new context by introducing additional statistical methods, such 
as estimating population means, analyzing categorical variables, and analyzing rela-
tions between a numerical and a categorical variable. We also introduce multiple 
comparisons and use them to motivate the need for the statistical method of ANOVA.

Chapters 12–14: Special Topics. Students who have covered all topics up to this point 
will have a solid foundation in statistics. These final chapters build on that foundation 
and offer more details, as we explore the topics of designing controlled experiments, 
survey sampling, additional contexts for hypothesis testing, and using regression to 
make inferences about a population.

In Chapter 12 we provide guidance for reading scientific literature. Even if your 
schedule does not allow you to cover Chapter 12, we recommend using Section 12.3 to 
offer students the experience of critically examining real scientific papers.

Organization
Our preferred order of progressing through the text is reflected in the Contents, but 
there are some alternative pathways as well.

10-week Quarter. The first eight chapters provide a full, one-quarter course in intro-
ductory statistics. If time remains, cover Sections 9.1 and 9.2 as well, so that students 
can solidify their understanding of confidence intervals and hypothesis tests by revisit-
ing the topic with a new parameter.

Proportions First. Ask two statisticians, and you will get three opinions on whether  
it is best to teach means or proportions first. We have come down on the side of  
proportions for a variety of reasons. Proportions are much easier to find in popular  
news media (particularly around election time), so they can more readily be tied to  
students’ everyday lives. Also, the mathematics and statistical theory are simpler; 
because there’s no need to provide a separate estimate for the population standard 
deviation, inference is based on the Normal distribution, and no further approximations 
(that is, the t-distribution) are required. Hence, we can quickly get to the heart of the 
matter with fewer technical diversions.
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The basic problem here is how to quantify the uncertainty involved in estimat-
ing a parameter and how to quantify the probability of making incorrect decisions 
when posing hypotheses. We cover these ideas in detail in the context of proportions. 
Students can then more easily learn how these same concepts are applied in the new 
context of means (and any other parameter they may need to estimate).

Means First. Conversely, many people feel that there is time for only one parameter 
and that this parameter should be the mean. For this alternative presentation, cover 
Chapters 6, 7, and 9, in that order. On this path, students learn about survey sampling 
and the terminology of inference (population vs. sample, parameter vs. statistic) and 
then tackle inference for the mean, including hypothesis testing.

To minimize the coverage of proportions, you might choose to cover Chapter 6, 
Section 7.1 (which treats the language and framework of statistical inference in detail), 
and then Chapter 9. Chapters 7 and 8 develop the concepts of statistical inference more 
slowly than Chapter 9, but essentially, Chapter 9 develops the same ideas in the context 
of the mean.

If you present Chapter 9 before Chapters 7 and 8, we recommend that you devote 
roughly twice as much time to Chapter 9 as you have devoted to previous chapters, 
because many challenging ideas are explored in this chapter. If you have already covered 
Chapters 7 and 8 thoroughly, Chapter 9 can be covered more quickly.

Features
We’ve incorporated into this text a variety of features to aid student learning and to 
facilitate its use in any classroom.

Integrating Technology
Modern statistics is inseparable from computers. We have worked to make this text-
book accessible for any classroom, regardless of the level of in-class exposure to 
technology, while still remaining true to the demands of the analysis. We know that 
students sometimes do not have access to technology when doing homework, so many 
exercises provide output from software and ask students to interpret and critically 
evaluate that given output.

Using technology is important because it enables students to handle real data, and 
real data sets are often large and messy. The following features are designed to guide 
students.

• TechTips outline steps for performing calculations using TI-84® (including  
TI-84 + C®) graphing calculators, Excel®, Minitab®, and StatCrunch®. We do not 
want students to get stuck because they don’t know how to reproduce the results 
we show in the book, so whenever a new method or procedure is introduced, an 
icon,Tech , refers students to the TechTips section at the end of the chapter. Each  
set of TechTips contains at least one mini-example, so that students are not only 
learning to use the technology but also practicing data analysis and reinforcing 
ideas discussed in the text. Most of the provided TI-84 steps apply to all TI-84  
calculators, but some are unique to the TI-84 + C calculator. Throughout the text, 
screenshots of TI calculators are labeled “TI-84” but are, in fact, from a TI-84  
Plus C Silver Edition.

• All data sets used in the exposition and exercises are available at http://www. 
pearsonhighered.com/mathstatsresources/.

Guiding Students
• Each chapter opens with a Theme. Beginners have difficulty seeing the forest for 

the trees, so we use a theme to give an overview of the chapter content.

http://www.pearsonhighered.com/mathstatsresources/
http://www.pearsonhighered.com/mathstatsresources/


 PREFACE xiii

• Each chapter begins by posing a real-world Case Study. At the end of the chapter, 
we show how techniques covered in the chapter helped solve the problem presented 
in the Case Study.

• Margin Notes draw attention to details that enhance student learning and reading 
comprehension.

 Caution notes provide warnings about common mistakes or misconceptions.

 Looking Back reminders refer students to earlier coverage of a topic.

 Details clarify or expand on a concept.

• KEY 
POINT

  Key Points highlight essential concepts to draw special attention to them. 
Understanding these concepts is essential for progress.

•   Snapshots break down key statistical concepts introduced in the chapter, 
quickly summarizing each concept or procedure and indicating when and 
how it should be used.

•   Data Moves point students toward more complete source data.

• An abundance of worked-out examples model solutions to real-world problems 
relevant to students’ lives. Each example is tied to an end-of-chapter exercise  
so that students can practice solving a similar problem and test their under-
standing. Within the exercise sets, the icon TRY  indicates which problems are 
tied to worked-out examples in that chapter, and the numbers of those examples 
are indicated.

• The Chapter Review that concludes each chapter provides a list of important 
new terms, student learning objectives, a summary of the concepts and  
methods discussed, and sources for data, articles, and graphics referred to  
in the chapter.

Active Learning
• Each chapter ends in a Data Project. These are activities designed for students to 

work alone or in pairs. Data analysis requires practice, and these sections, which 
grow increasingly more complex, are intended to guide students through basic 
“data moves” to help them find insight in complex data.

• All exercises are located at the end of the chapter. Section Exercises are designed to 
begin with a few basic problems that strengthen recall and assess basic knowledge, 
followed by mid-level exercises that ask more complex, open-ended questions. 
Chapter Review Exercises provide a comprehensive review of material covered 
throughout the chapter.

The exercises emphasize good statistical practice by requiring students to verify  
conditions, make suitable use of graphics, find numerical values, and interpret their 
findings in writing. All exercises are paired so that students can check their work on 
the odd-numbered exercise and then tackle the corresponding even-numbered exercise. 
The answers to all odd-numbered exercises appear in the back of the student edition of 
the text.

Challenging exercises, identified with an asterisk (*), ask open-ended questions 
and sometimes require students to perform a complete statistical analysis.

• Most chapters include select exercises, marked with a  within the exercise set, 
to indicate that problem-solving help is available in the Guided Exercises sec-
tion. If students need support while doing homework, they can turn to the Guided 
Exercises to see a step-by-step approach to solving the problem.
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MyLab Statistics Online Course for Introductory 
Statistics: Exploring the World Through Data, 3e  
(Access Code Required)

MyLab™ Statistics is available to accompany Pearson’s market-leading text 
offerings. To give students a consistent tone, voice, and teaching method, each 
text’s flavor and approach is tightly integrated throughout the accompanying 
MyLab Statistics course, making learning the material as seamless as possible.

pearson.com/mylab/statistics

NEW! Integrated Review
This MyLab  includes a full suite of supporting 

Integrated Review resources for the Gould, 
Introductory Statistics course, including pre-
made, assignable (and editable) quizzes to 

assess the prerequisite skills needed for each 
chapter, and personalized remediation for any 
gaps in skills that are identified. Each student, 
therefore, receives just the help that he or she 

needs—no more, no less.

NEW! Data Projects
Data Projects from the text are 
assignable in MyLab Statistics and provide 
opportunities for students to practice 
statistical thinking beyond the classroom. 
StatCrunch Projects that either span the 
entire curriculum or focus on certain key 
concepts are also assignable in MyLab 
Statistics and encourage students to 
apply concepts to real situations and 
make data-informed decisions.

UPDATED! Conceptual Questions
The Conceptual Question Library in MyLab 

Statistics includes 1,000 assignable questions 
that assess conceptual understanding. These 

questions are now correlated by chapter 
to make it easier than ever to navigate and 

assign these types of questions. 

http://pearson.com/mylab/statistics


Student Resources
StatCrunch
StatCrunch® is powerful web-based statistical software 
that allows users to collect, crunch, and communicate 
with data. The vibrant online community offers tens 
of thousands of shared data sets for students and in-
structors to analyze, in addition to all of the data sets in 
the text or online homework. StatCrunch is integrated 
directly into MyLab Statistics or it can be purchased 
separately. Learn more at www.statcrunch.com.

Video Resources
Chapter Review videos walk students through solv-
ing some of the more complex problems and review 
key concepts from each chapter. Data Cycle of Every-
day Things videos demonstrate for students that data 
collection and data analysis can be applied to answer 
questions about everyday life. StatTalk Videos, hosted 
by fun-loving statistician Andrew Vickers, demonstrate 
important statistical concepts through interesting sto-
ries and real-life events. Assessment questions for 
each video are also available.

Data Sets
All data sets from the textbook are available in MyLab 
Statistics. They can be analyzed in StatCrunch or down-
loaded for use in other statistical software programs.

Statistical Software Support
Instructors and students can copy data sets from the 
text and MyLab Statistics exercises directly into soft-
ware such as StatCrunch or Excel®. Students can also 
access instructional support tools including tutorial 
videos, Study Cards, and manuals for a variety of sta-
tistical software programs including, StatCrunch, Excel, 
Minitab®, JMP®, R, SPSS, and TI 83/84 calculators.

Student Solutions Manual
Written by James Lapp, this manual provides detailed, 
worked-out solutions to all odd-numbered text exer-
cises. It is available in print and can be downloaded 
from MyLab Statistics. (ISBN-13: 978-0-13-518923-8; 
ISBN-10: 0-13-518923-3)

Instructor Resources
Instructor’s Edition
Includes answers to all text exercises, as well as a set of 
Instructor Notes at the front of the text that offer chap-
ter-by-chapter teaching suggestions and commentary. 
(ISBN-13: 978-0-13-516300-9; ISBN-10: 0-13-516300-5)

Instructor Solutions Manual
Written by James Lapp, the Instructor Solutions Manu-
al contains worked-out solutions to all text exercises. 
It can be downloaded from MyLab Statistics or from 
www.pearson.com.

PowerPoint Slides
PowerPoint slides provide an overview of each chap-
ter, stressing important definitions and offering addi-
tional examples. They can be downloaded from MyLab 
 Statistics or from www.pearson.com.

TestGen
TestGen® (www.pearson.com/testgen) enables instruc-
tors to build, edit, print, and administer tests using a 
computerized bank of questions developed to cover 
all the objectives of the text. TestGen is algorithmi-
cally based, allowing instructors to create multiple but 
equivalent versions of the same question or test, and 
modify test bank questions or add new questions. It is 
available for download from Pearson’s online catalog, 
www.pearson.com. The questions are also assignable 
in MyLab Statistics.

Learning Catalytics
Now included in all MyLab Statistics courses, this stu-
dent response tool uses students’ smartphones, tab-
lets, or laptops to engage them in more interactive 
tasks and thinking during lecture. Learning Catalytics™ 
fosters student engagement and peer-to-peer learning 
with real-time analytics. Access pre-built exercises cre-
ated specifically for statistics.

Question Libraries
In addition to StatCrunch Projects and the Conceptual 
Question Library, MyLab Statistics also includes a Get-
ting Ready for Statistics library that contains more than 
450 exercises on prerequisite topics.

pearson.com/mylab/statistics

Resources for Success

http://www.statcrunch.com
http://www.pearson.com
http://www.pearson.com
http://www.pearson.com/testgen
http://www.pearson.com
http://pearson.com/mylab/statistics


pearson.com/mylab/statistics

Statistical Software 
Bundle Options
Minitab and Minitab Express™
Bundling Minitab software with educational materi-
als ensures students have access to the software they 
need in the classroom, around campus, and at home. 
And having 12-month access to Minitab and Minitab 
Express ensures students can use the software for the 
duration of their course. ISBN 13: 978-0-13-445640-9 
ISBN 10: 0-13-445640-8

JMP Student Edition
An easy-to-use, streamlined version of JMP desktop 
statistical discovery software from SAS Institute, Inc. is 
available for bundling with the text. (ISBN-13: 978-0-13-
467979-2 ISBN-10: 0-13-467979-2)

XLSTAT™
An Excel add-in that enhances the analytical capa-
bilities of Excel. XLSTAT is used by leading businesses 
and universities around the world. It is available to 
bundle with this text. For more information go to 
www.pearsonhighered.com/xlstatupdate. (ISBN-13: 
978-0-321-75940-5; ISBN-10: 0-321-75940-0)

http://pearson.com/mylab/statistics
http://www.pearsonhighered.com/xlstatupdate
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birth lengths, 130, 310, 314, 316
birth weights, 310, 315, 488
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cousins, 194
elephants’ birth weights, 312
eye color, 261
finger length, 32–33, 542
gender of children, 252, 256, 306, 312
grandchildren, 258
hand and foot length, 196–197
handedness, 33, 258
height and age, 721
height and arm spans, 195–196, 197, 707–709, 

710–711
height prediction, 726
heights and weights, 160–162, 191, 204, 727
heights of adults, 139
heights of children, 112–113
heights of college women, 132
heights of females, 492
heights of men, 132–133, 311, 312, 492, 497
heights of sons and dads, 135
heights of students and their parents, 499–500
heights of 12th graders, 490–491
heights of women, 133, 307–308, 311, 312, 497
heights of youths, 134
hippopotamus gestation periods, 311
human body temperatures, 492, 500–501, 679
life expectancy and gestation periods for ani-

mals, 729
life on Mars, 237–238
mother and daughter heights, 195
newborn hippo weights, 311
night shifts, 547
pregnancy length, 307
sea lion health, 563
siblings, 72
St. Bernard dogs’ weights, 309
stem cell research, 81
student and parent heights, 725
tomato plants and colored light,  

593–594, 595
tomato plants and fertilizer, 633
whales’ gestation periods, 309
women’s foot length, 310

BUSINESS AND ECONOMICS
apartment rents, 588, 592, 599–600
baseball salaries, 495
baseball strike, 134
CEO salaries, 82
college costs, 55–56, 71, 130, 191, 449–451, 

455–456, 461–463, 477–478, 490, 613–614
consumer price index, 135, 143
earnings and gender, 128, 195

eBay auctions, 705–706
economic class, 60–61, 62
fast food employee wages, 116
food security, 545
gas prices, 95, 100–101, 109
gas taxes, 138–138
grocery delivery, 499
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party affiliation and education, 547
passing bar exam, 138
Perry Preschool, 374, 375, 377, 545–546, 550
piano practice, 681
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textbook prices, 673
travel time to school, 491, 594–595
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years of formal education, 72
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CEO salaries, 82
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duration of employment, 488
earnings and gender, 195
employment after law school, 80–81, 206, 420
gender discrimination in tech industry,  

253, 263
grades and student employment, 202
harassment in workplace, 550
law school selectivity and employment, 206
personal care aides, 33
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self-employment, 428
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turkey costs, 201
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DC movies, 133
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movie budgets, 207, 724, 725
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movies with dinner, 32
movie ticket prices, 493
MP3 song lengths, 114–115
music listening, 591–592, 611–612
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streaming video, 139
work and TV, 190

ENVIRONMENT
Chicago weather, 311
city temperatures, 130, 315
climate change, 261, 525–526
concern over nuclear power, 595–596
daily temperatures, 106
environmental quality, 426
environment vs. energy development, 371
global warming, 80, 259, 423
New York City weather, 311
opinions on nuclear energy, 81
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pollution reduction, 498
rainfall, 677–678
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satisfaction with, 375, 429
smog levels, 96, 99, 102–103
snow depth, 306

FINANCE
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alumni donations, 636
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car insurance and age, 198
cell phone bills, 674–675
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credit card balances, 670, 673–674,  
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financial incentives, 425
gas prices, 95, 100–101, 109, 588–589, 592
health insurance, 33–34
home prices, 130–131, 134, 150, 184–185, 190, 

194, 195, 726
investing, 200
life insurance and age, 198
millionaires, 199
movie ticket prices, 493
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professional sport ticket prices, 136, 140–141
retirement income, 488
tax rates, 75
textbook prices, 495, 496, 673
ticket prices, 679
train ticket prices, 194
vacation rentals, 699–701

FOOD AND DRINK
alcoholic drinks, 76, 131, 201, 496–497, 499, 

547, 698
beer, 76, 496–497, 499
bottled vs. tap water, 419
breakfast habits, 542
butter taste test, 427
butter vs. margarine, 424
caloric restriction of monkeys, 526–527
carrots, 490
cereals, 70–71, 142
chain restaurant calories, 139–140
coffee, 2, 27, 36–37, 630
Coke vs. Pepsi, 420, 422
cola taste test, 427
dairy products and muscle, 630
diet and depression, 36, 633
dieting, 475–476, 493, 545
drink size, 491
eating out, 497
energy drinks, 681
fast food calories, carbs, and sugar, 70, 71, 

204–205
fast food employee wages, 116
fast food habits, 542–543
fat in sliced turkey, 109–110
fish consumption and arthritis, 635
fish oil and asthma risk, 35
food security, 545
French fries, 498
frozen dinners, 713
granola bars, 205
grocery delivery, 499
ice cream cones, 267, 302, 498, 679, 681–682
ice cream preference, 77
meat-eating behavior, 673
mercury in freshwater fish, 424, 694
milk and cartilage, 35
mixed nuts, 420
no-carb diet, 425
nutrition labels, 373
online grocery prices, 679
orange juice prices, 130
oranges, 490
organic products, 372, 375
peanut allergies, 549
picky eaters, 373
pizza size, 454–455
popcorn, 508, 536–537, 563–564, 576–577
potatoes, 491, 492
salad and stroke, 36
skipping breakfast and weight gain, 25–26
snack food calories, 206
soda, 262–263, 356, 420, 675, 677
sugary beverages, 36, 374, 631
tea and divergent creativity, 636
tomatoes, 492
turkey costs, 201
vegetarians, 419, 420, 421
vitamin C and cancer, 34
water taste test, 427
wine, 201, 698

GAMES
blackjack, 209
brain games, 23–24, 622–623, 632
cards, 234, 251–252
coin flips, 236–237, 241–242, 252, 255, 257, 

258, 260, 312, 370, 424, 427, 543
coin spinning, 395, 402, 543
dice, 220–221, 227, 243–244, 253, 255, 256, 

257, 258, 262, 270–271, 306, 312, 544
drawing cubes, 260
dreidel spinning, 544
gambling, 257–258
roller coaster endurance, 50

GENERAL INTEREST
apartment rents, 588, 592
book width, 167, 701–702
boys’ heights, 141
caregiving responsibilities, 426
children of first ladies, 129
children’s heights, 141
dandruff shampoo effectiveness, 611
DMV wait times, 679
draft lottery, 593
drought-resistant plants in front yard, 634
energy consumption, 133
ethnicity of active military, 550
exercise hours, 128
frequency of e in English language, 346–347, 

354–355
gun availability, 77
hand folding, 255, 263
hand washing, 376, 429
home ownership, 389–390, 391, 393–394
home sizes, 646–647
houses with garages, 78
houses with swimming pools, 128
improving tips, 620
libraries, 137, 313, 723, 725
logging, 726
marijuana, 252–253, 372–373, 546–547
morning routine, 670–671
numbers of siblings, 190
passports, 313
pet ownership, 75, 312, 340, 344, 635
population density, 136
proportion of a’s in English language, 424
proportion of t’s in English language, 424
reading colored paper, 633, 672–673
reading habits, 259, 260, 370, 426
renting vs. buying a home, 354
research abstracts, 608–609
residential energy consumption, 132
roller coaster heights, 128, 138
seesaw heights, 197
shoe sizes, 82, 205, 727
shower duration, 487, 498
sibling ages, 130
sitting and brain, 691, 716–718
superpowers, 254, 424
tall buildings, 120–121, 128, 142, 207, 721
thumbtacks, 254, 306
trash weight and household size, 202, 725
U.S. population, 722
vacations, 256, 422, 423
violins, 543, 544
waist size and height, 727, 728
weight of coins, 71

HEALTH
acetaminophen and asthma, 635
ages of women who give birth, 191
aloe vera juice, 34
anesthesia care and postoperative  

outcomes, 637
antibiotics vs. placebo, 544
arthritis, 425
autism and MMR vaccine, 35–36, 637
beliefs about, 662–663
blood pressure, 200, 495, 590
BMI, 71, 492
calcium levels in the elderly, 480–481
cardiovascular disease and gout, 429
causes of death, 63
cervical cancer, 256
cholesterol, 209, 492, 590, 598
civic engagement and health, 630–631
coffee and cancer, 2, 27
coronary artery bypass grafting, 638
CPR in Sweden, 550
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Crohn’s disease, 26, 362
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fish oil, 35, 374
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jury duty, 258, 315
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546–547
three-strikes law, 428
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parties, 410–411
concern over nuclear power, 595–596
education and party affiliation, 547
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Introduction to Data1

THEME
Statistics is the science of data, so we must learn the types of data we 
will encounter and the methods for collecting data. The method used 
to collect data is very important because it determines what types of 
conclusions we can reach and, as you’ll learn in later chapters, what types 
of analyses we can do. By organizing the data we’ve collected, we can 
often spot patterns that are not otherwise obvious.
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Dangerous Habit?
Will your coffee habit give you cancer? A court in  California considered whether 
 Californians’  morning cup of  coffee should include a health warning. In 1986, 
 Californians voted for the Safe Drinking Water and Toxic Enforcement 
Act, which requires that products that contain harmful chemicals be 
labeled as hazardous.  Coffee contains a chemical,  acrylamide, that, in 
the official jargon “is known to the State of California to cause can-
cer.” In 2010, a lawyer sued the  coffee industry to force  companies to 
either label their product as hazardous or to remove the chemical 
from their product. As of the date of publication of this book, 
the lawsuit continues.  Complicating this lawyer’s efforts is the 
fact that recent research suggests that drinking coffee is pos-
sibly beneficial to our health and maybe even reduces the risk 
of cancer.

Does coffee cause cancer? Does it prevent cancer? Why are there conflicting opin-
ions? In this chapter we explore questions such as these, and consider the different types 
of evidence needed to make causal claims, such as the claim that drinking coffee will 
give you cancer.

CASE STUDY

and these graphs enabled her to see a very important 
pattern: a large percentage of deaths were due to 
contagious disease, and many deaths could be prevented 
by improving sanitary conditions. Within six months, 
nightingale had reduced the death rate by half. Eventually 
she convinced Parliament and military authorities to 
completely reorganize the medical care they provided. 
accordingly, she is credited with inventing modern 
hospital management.

In modern times, we have equally important questions 
to answer. do cell phones cause brain tumors? are 
alcoholic drinks healthful in moderation? Which diet works 
best for losing weight? What percentage of the public is 
concerned about job security? Statistics—the science 
(and art!) of collecting and analyzing observations to learn 
about ourselves, our surroundings, and our universe—
helps answer questions such as these.

data are the building blocks of statistics. this chapter 
introduces some of the basic types of data and explains 
how we collect them, store them, and organize them. 
You’ll be introduced to the data cycle, a guide for how to 
interact with data in a productive way. these ideas and 
skills will provide a basic foundation for your study of the 
rest of the text.

t his text will teach you to examine data to 
better understand the world around you. If you 
know how to sift data to find patterns, can 
communicate the results clearly, and understand 

whether you can generalize your results to other groups 
and contexts, you will be able to make better decisions, 
offer more convincing arguments, and learn things you 
did not know before. data are everywhere, and making 
effective use of them is such a crucial task that one 
prominent economist has proclaimed statistics one of 
the most important professions of the decade (McKinsley 
Quarterly 2009).

the use of statistics to make decisions and convince 
others to take action is not new. Some statisticians 
date the current practice of statistics back to the mid-
nineteenth century. one famous example occurred in 
1854, when the British were fighting the russians in the 
brutal crimean War. a British newspaper had criticized 
the military medical facilities, and a young but well-
connected nurse, Florence nightingale, was appointed to 
study the situation and, if possible, to improve it.

nightingale carefully recorded the numbers of deaths, 
the causes of the deaths, and the times and dates 
of the deaths. She organized these data graphically, 
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Details

Data Are What Data Is
If you want to be “old school” 
grammatically correct, then 
the word data is plural. So we 
say “data are” and not “data 
is.” the singular form is datum. 
however, this usage is chang-
ing over time, and some dic-
tionaries now say that data can 
be used as both a singular and 
a plural noun.

 b FIGURE 1.1 (a) three  
circles drawn by hand. (b) three  
circles drawn using a coin. It is clear 
that the circles drawn by hand show 
more variability than the circles 
drawn with the aid of a coin.

(a)

(b)

KEY 
POINT

Data are “numbers in context.”

SECTION 1.1

What Are Data?
The study of statistics rests on two major concepts: variation and data. Variation 
is the more fundamental of these concepts. To illustrate this idea, draw a circle on a 
piece of paper. Now draw another one, and try to make it look just the same. Now 
another. Are all three exactly the same? We bet they’re not. They might be slightly 
 different sizes, for instance, or slightly different versions of round. This is an example 
of variation. How can you reduce this variation? Maybe you can get a penny and 
 outline the penny. Try this three times. Does variation still appear? Probably it does, 
even if you need a magnifying glass to see, say, slight variations in the thickness of the 
penciled line.

Data are observations that you or someone else (or something else) records. The 
drawings in Figure 1.1 are data that record our attempts to draw three circles that look 
the same. Analyzing pictorial data such as these is not easy, so we often try to quan-
tify such observations—that is, to turn them into numbers. How would you measure 
whether these three circles are the same? Perhaps you would compare diameters or 
circumferences, or somehow try to measure how and where these circles depart from 
being perfect circles. Whatever technique you chose, these measurements could also be 
 considered data.

Data are more than just numbers, though. David Moore, a well-known statistician, 
defined data as “numbers in context.” By this he meant that data consist not only of the 
numbers we record but also of the story behind the numbers. For example,

10.00, 9.88, 9.81, 9.81, 9.75, 9.69, 9.5, 9.44, 9.31

are just numbers. But in fact these numbers represent “Weight in pounds of the ten 
heaviest babies in a sample of babies born in North Carolina in 2004.” Now these num-
bers have a context and have been elevated into data. See how much more interesting 
data are than numbers?

These data were collected by the state of North Carolina in part to help  researchers 
understand the factors that contribute to low-weight and premature births. If  doctors 
understand the causes of premature birth, they can work to prevent it—perhaps by 
 helping expectant mothers change their behavior, perhaps by medical intervention, and 
perhaps by a combination of both.



4 CHAPTER IntroductIon to data1

 . FIGURE 1.2 trending tags on a 
day in august 2017. can you guess 
what day of the week this was?

Data play a pivotal role in our economy, culture, and everyday lives. Much of this 
textbook is concerned with data collected for what we might call “professional”  purposes, 
such as answering scientific questions or making business decisions. But in fact, data are 
everywhere. Google, for example, saves every search you make and  combines this with 
data on which links you click in order to improve the way it presents information (and, of 
course, to determine which  advertisements will appear on your search results).

In this book you’ll see data from a variety of sources. For example, thanks to small, 
portable sensors, you can now join the “Personal Data Movement.” Members of this 
movement record data about their daily lives and analyze it in order to improve their 
health, to run faster, or just to make keepsakes—a modern-day scrapbook of personal 
data visualizations. Maybe you or a friend uses a smart watch to keep track of your runs. 
One of the authors of this text carries a FitBit to record his daily activity. From this he 
learned that he typically takes 2500 more steps on days that he lectures than on days that 
he does not.

Speaking of Twitter, did you know every tweet in the “twitterverse” is saved and 
can be accessed? Twitter, like many other websites, provides what’s called an API for 
accessing data. API stands for Application Program Interface, and it’s basically a lan-
guage that allows programmers to communicate with websites in order to access data 
that the website wishes to make public. For example, the statistical analysis software 
package StatCrunch makes use of an API provided by Twitter to create a “Word Wall” 
on whatever keywords you choose to type or show you currently trending tags. See 
 Figures 1.2 and 1.3.

 m FIGURE 1.3 a Statcrunch-generated “word wall” showing most common words appear in tweets that 
include the word Bills.

Another common way to store data on the Internet is using HTML tables. HTML 
(Hyper Text Markup Language) is another example of a software language that tells 
your browser how to display a web page. HTML tells the browser which words are 
“headers,” which are paragraphs, and which should be displayed in a table. For example, 
while reading a Wikipedia article about coffee, the authors came across a table show-
ing coffee production by country. These data are stored in an HTML file. This table is 
relatively small, and so it is simple to enter it into statistical analysis software. But other 
tables are quite large, and software packages must be employed to “scrape” the data 
(Figure 1.4).

Sometimes you can find data by turning to your government. The website data.gov 
has over 197,000 data sets available. The city of Miami, Florida, is one of many cities 
around the United States that provides data on a variety of topics. Figure 1.5 shows the 
first few rows of a data set that provides salaries for roughly 28,000 employees of the 
city of Miami.

Data provided through an open data portal, such as these data, can be stored in a 
variety of formats. These data can be downloaded as “CSV,” “CSV for Excel,” “JSON,” 
“XML,” and some other formats as well. You don’t need to worry about these, but 

http://data.gov
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 m FIGURE 1.4 coffee  production htML table from en.wikipedia.org/wiki/coffee (viewed on august 11, 
2017; left) and the same table “scraped” by Statcrunch (right).

 b FIGURE 1.5 the first few rows 
of public employee salary data 
sets provided by the city of Miami, 
Florida.

for most applications, “CSV,” which stands for “comma-separated values” will be 
understandable by most data analysis packages. (For example, Excel, Minitab, and 
 StatCrunch can all import CSV files.)

You won’t have to scrape and download data on your own in order to do the exam-
ples and exercises in this textbook (unless you want to, of course). The data you need 
are provided for you, ready to upload into one of several common statistical analysis 
packages (Excel, Minitab, StatCrunch, and the TI-84 graphing calculator). However, 
this book includes projects that might lead you to uncharted waters, and so you should 
be aware that different data storage types exist.

In the next section, you’ll see that you can store data in different structures, and 
some structures are particularly helpful in some circumstances.

What Is Data Analysis?
In this text you will study the science of data. Most important, you will learn to analyze 
data. What does this mean? You are analyzing data when you examine data of some 
sort and explain what they tell us about the real world. In order to do this, you must 
first learn about the different types of data, how data are stored and structured, and how 
they are summarized. The process of summarizing data takes up a big part of this text; 

http://en.wikipedia.org/wiki/coffee
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indeed, we could argue that the entire text is about summarizing data, either through 
creating a visualization of the data or distilling them down to a few numbers that we 
hope capture their essence.

SECTION 1.2

Classifying and Storing Data

KEY 
POINT

data analysis involves creating summaries of data and explaining what these 
summaries tell us about the real world.

When we work with data, they are grouped into a collection, which we call either 
a data set or a sample. The word sample is important, because it implies that the data 
we see are just one part of a bigger picture. This “bigger picture” is called a population. 
Think of a population as the Data Set of Everything—it is the data set that contains all 
of the information about everyone or everything with respect to whatever variable we 
are studying. Quite often, the population is really what we want to learn about, and we 
learn about it by studying the data in our sample. However, many times it is enough just 
to understand and describe the sample. For example, you might collect data from stu-
dents in your class simply because you want to know about the students in your class, 
not because you wish to use this information to learn about all students at your school. 
Sometimes, data sets are so large that they effectively are the population, as you’ll soon 
see in the data reflecting births in North Carolina.

Two Types of Variables
While variables can be of many different types, there are two basic types that are very 
important to this book. These basic types can be broken into small subcategories, which 
we’ll discuss later.

The first step in understanding data is to understand the different types of data you will 
encounter. As you’ve seen, data are numbers in context. But that’s only part of the story; 
data are also recorded observations. Your photo from your vacation to Carhenge in 
Nebraska is data (Figure 1.6). The ultraviolet images streaming from the Earth Observer 
Satellite system are data (Figure 1.7). These are just two examples of data that are not 
numbers. Statisticians work hard to help us analyze complex data, such as images and 
sound files, just as easily as we study numbers. Most of the methods involve recoding 
the data into numbers. For example, your photos can be digitized in a scanner, converted 
into a very large set of numbers, and then analyzed. You might have a digital camera that 
gives you feedback about the quality of a photo you’ve taken. If so, your camera is not 
only collecting data but also analyzing it!

Almost always, our data sets will consist of characteristics of people or things (such 
as gender and weight). These characteristics are called variables. Variables are not 
“unknowns” like those you studied in algebra. We call these characteristics variables 
because they have variability: The values of the variable can be different from person to 
person.

KEY 
POINT

Variables in statistics are different from variables in algebra. In statistics, vari-
ables record characteristics of people or things.

 m FIGURE 1.6 a photo of 
 carhenge, nebraska.

 m FIGURE 1.7 Satellites in naSa’s 
Earth observing Mission record 
ultraviolet reflections and transmit 
these data back to Earth. Such data 
are used to construct images of our 
planet. Earth observer (http://eos 
.gsfc.nasa.gov/).

Details

More Grammar
We’re using the word sample 
as a noun—it is an object, a 
collection of data that we study. 
Later we’ll also use the word 
sample as a verb—that is, to 
describe an action. For exam-
ple, we’ll sample ice cream 
cones to measure their weight.

http://eos.gsfc.nasa.gov/
http://eos.gsfc.nasa.gov/
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Numerical variables describe quantities of the objects of interest. The values will 
be numbers. The weight of an infant is an example of a numerical variable.

Categorical variables describe qualities of the objects of interest. These values 
will be categories. The sex of an infant is an example of a categorical variable. The 
 possible values are the categories “male” and “female.” Eye color of an infant is another 
example; the categories might be brown, blue, black, and so on. You can often identify 
categorical variables because their values are usually words, phrases, or letters. (We  
say “usually” because we sometimes use numbers to represent a word or phrase.  
Stay tuned.)

EXAMPLE 1 Crash-Test Results

The data in Table 1.1 are an excerpt from crash-test dummy studies in which cars are 
crashed into a wall at 35 miles per hour. Each row of the data set represents the observed 
characteristics of a single car. This is a small sample of the database, which is  available 
from the National Transportation Safety Administration. The head injury variable 
reflects the risk to the passengers’ heads. The higher the number, the greater the risk.

TRY THIS! Exercise 1.3

Make Model Doors Weight Head Injury

Acura Integra 2 2350 599

Chevrolet Camaro 2 3070 733

Chevrolet S-10 Blazer 4X4 2 3518 834

Ford Escort 2 2280 551

Ford Taurus 4 2390 480

Hyundai Excel 4 2200 757

Mazda 626 4 2590 846

Volkswagen Passat 4 2990 1182

Toyota Tercel 4 2120 1138

QUESTION For each variable, state whether it is numerical or categorical.

SOLUTION The variables make and model are categorical. Their val-
ues are descriptive names. The units of doors are, quite simply, the 
number of doors. The units of weight are pounds. The variables doors 
and weight are numerical because their values are measured quanti-
ties. The units for head injury are unclear; head injury is measured 
using some scale that the researchers developed.

Coding Categorical Data with Numbers
Sometimes categorical variables are “disguised” as numerical. The smoke variable in the 
North Carolina data set (Table 1.2) has numbers for its values (0 and 1), but in fact those 
numbers simply indicate whether or not the mother smoked. Mothers were asked, “Did 
you smoke?” and if they answered “Yes,” the researchers coded this categorical response 
with a 1. If they answered “No,” the response was coded with a 0. These particular num-
bers represent categories, not quantities. Smoke is a categorical variable.

Coding is used to help both humans and computers understand what the values of 
a variable represent. For example, a human would understand that a “yes” under the 

Details

Quantitative and Qualitative 
Data
Some statisticians use the 
word quantitative to refer to 
numerical variables (think 
“quantity”) and qualitative to 
refer to categorical variables 
(think “quality”). We prefer 
numerical and categorical. 
Both sets of terms are com-
monly used, and you should be 
prepared to hear and see both.

 b TABLE 1.1 crash-test results for 
cars.

Details

Categorical Doors
Some people might consider 
doors a categorical variable, 
because nearly all cars have 
either two doors or four doors, 
and for many people, the 
number of doors designates 
a certain type of car (small or 
larger). there’s nothing wrong 
with that.

Weight Female Smoke

7.69 1 0

0.88 0 1

6.00 1 0

7.19 1 0

8.06 1 0

7.94 1 0

 m TABLE 1.2 data for newborns 
with coded categorical variables.
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Caution

Don’t Just Look for 
Numbers!
You can’t always tell whether 
a variable is categorical simply 
by looking at the data table. 
You must also consider what 
the variable represents. Some-
times, researchers code cate-
gorical variables with numerical 
values.

Details

 Numerical Categories
categories might be numbers. 
Sometimes, numerical vari-
ables are coded as categories, 
even though we wish to use 
them as numbers. For exam-
ple, number of siblings might 
be coded as “none,” “one,” 
“two,” “three,” and so on. 
although words are used, this 
is really a numerical variable 
since it is counting something.

Rated G Rated PG

112 113

90 116

95 95

98

91

 m TABLE 1.4 Movie runtime (in 
 minutes) by rating group (unstacked).

Title Rating Runtime Critics Rating

Cars 2 G 106 39

Alvin and the Chipmunks: Chipwrecked G 87 12

Monsters University G 104 78

Alice Through the Looking Glass PG 113 30

Chasing Mavericks PG 116 31

Despicable Me 2 PG 98 73

Cloudy with a Chance of Meatballs 2 PG 95 70

Hotel Transylvania PG 91 45

 m TABLE 1.3 data for a few movies rated G or PG.

“Smoke” column would mean that the person was a smoker, but to the computer, “yes” 
is just a string of symbols. If instead we follow a convention where a 1 means “yes” and 
a 0 means “no,” then a human understands that the 1s represent smokers, and a com-
puter can easily add the values together to determine, for example, how many smokers 
are in the sample.

This approach for coding categorical variables is quite common and useful. If a 
categorical variable has only two categories, as do gender and smoke, then it is almost 
always helpful to code the values with 0 and 1. To help readers know what a “1” means, 
rename the variable with either one of its category names. A “1” then means the person 
belongs to that category, and a 0 means the person belongs to the other category. For 
example, instead of calling a variable gender, we rename it female. And then if the baby 
is a boy we enter the code 0, and if it’s a girl we enter the code 1.

Sometimes your computer does the coding for you without your needing to know 
anything about it. So even if you see the words female and male on your computer, the 
computer has probably coded these with values of 0 and 1 (or vice versa).

Storing Your Data
The format in which you record and store your data is very important. Computer pro-
grams will require particular formats, and by following a consistent convention, you 
can be confident that you’ll remember the qualities of your own data set if you need to 
revisit it months or even years later. Data are often stored in a spreadsheet-like format 
in which each row represents the object (or person) of interest. Each column represents 
a variable. In Table 1.3, each row represents a movie. The column heads are variables: 
Title, Rating, Runtime, Critics Rating. (The “rating” is the Motion Pictures Association 
of America rating to indicate the movie’s intended audience. The Critics Rating is a 
score from 0 to 100 from the website Rotten Tomatoes. High scores are good.) This for-
mat is sometimes referred to as the stacked data format.

When you collect your own data, the stacked format is almost always the best way 
to record and store your data. One reason is that it allows you to easily record several 
different variables for each subject. Another reason is that it is the format that most 
software packages will assume you are using for most analyses. (The exceptions are the 
TI-84 and Excel.)

Some technologies, such as the TI calculators, require, or at least accommodate, 
data stored in a different format, called unstacked data. Unstacked data tables are also 
common in some books and media publications. In this format, each column represents 
a variable from a different group. For example, one column could represent the length 
in minutes of movies rated G and another column could represent the length of movies 
rated PG. The data set, then, is a single variable (Runtime) broken into distinct groups. 
The groups are determined by a categorical variable (in this case, Rating.) Table 1.4 
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shows an example of the Runtime variable in Table 1.3. Figure 1.8 shows the same data 
in TI-84 input format.

The great disadvantage of the unstacked format is that it can store only two vari-
ables at a time: the variable of interest (for example, Runtime) and a categorical variable 
that tells us which group the observation belongs in (for example, Rating). However, 
most of the time we record many variables for each observation. For example, recording 
a movie’s title, rating, running time and critics’ rating in the stacked format enables us to 
display as many variables as we wish.

EXAMPLE 2 Personal Data Collection

Using a sensor worn around her wrist, Safaa recorded the amount of sleep she got on 
several nights. She also recorded whether it was a weekend or a weeknight. For the 
weekends, she recorded (in hours): 8.1, 8.3. For the weeknights she recorded 7.9, 6.5, 
8.2, 7.0, 7.3.

QUESTION Write these data in both the stacked format and the unstacked format.

SOLUTION In the stacked format, each row represents a unit of observation, and each 
column measures a characteristic of that observation. For Safaa, the unit of observation 
was a night of sleep, and she measured two characteristics: time and whether it was a 
weekend. In stacked format, her data would look like this:

Time Weekend

8.1 Yes

8.3 Yes

7.9 No

6.5 No

8.2 No

7.0 No

7.3 No

(Note that you might have coded the “Weekend” variable differently. For example, 
instead of entering “Yes” or “No,” you might have written either “Weekend” or “Week-
night” in each row.)

In the unstacked format, the numerical observations appear in separate columns, 
depending on the value of the categorical variable:

Weekend Weeknight

8.1 7.9

8.3 6.5

8.2

7.0

7.3

See the Tech Tips to review how to enter data like 
these using your technology.

TRY THIS! Exercise 1.11

Caution

Look at the Data Set!
the fact that different people 
use different formats to store 
data means that the first step 
in any data investigation is to 
look at the data set. In most 
real-life situations, stacked 
data are the more useful 
 format because this format 
permits you to work with sev-
eral variables at the same time.

 m FIGURE 1.8 tI-84 data input 
screen (unstacked data).
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Now that you’ve seen some examples of data, it’s time to learn what to do when you 
interact with data, as this book will ask you to do. To help guide you, consider the Data 
Cycle (see Figure 1.9).

SECTION 1.3

Investigating Data

The Data Cycle is a representation of a statistical investigation cycle: the stages we 
go through when analyzing data. In real life, you might not necessarily go in this order 
of the stages listed here. In fact, you are likely to alternate between various stages. But it 
is useful to plan your analysis in this order.

As we move through the book, we’ll deepen our understanding of what each stage 
entails. For now, the goal is to show you how the Data Cycle is used. Don’t worry if you 
don’t understand all of the details in what follows. We’ll go into detail in subsequent chapters.

The cycle revolves around a research topic. Research topics can be very broad 
and serious; for example, “What makes a runner faster or slower?” or “What effect do 
taxes have on the economy?” Research topics might be geared toward answering some 
pointed, important questions: “Does human activity contribute to global warming?” 
or “Do cell phones cause cancer?” The first step is to break this big topic into smaller 
steps. These smaller steps should be phrased as questions.

Ask Questions. The trick here is to ask good questions, and you’ll get better at that 
as you read on. Good questions are questions that can be answered with data. Better 
questions are questions that address the research topic and increase your understanding 
of the issues. Often in this book, we will ask you to consider a data set and to pose ques-
tions that you want answered.

For example, Table 1.5 shows a few randomly selected rows from a data set con-
taining all 19,212 runners in the 2017 Los Angeles Marathon. Most of the variables are 

 c FIGURE 1.9 the data cycle 
reminds us of the four stages of a 
statistical investigation. (designed by 
alyssa Brode for the Mobilize Project 
at ucLa.)

The Data Cycle

as
k questions

co
nsider dataint

erpret data

an
alyze data

re

search topic

Bib.Number Age Place
Gender.
Place

5k.Split 15k.Split Clock.Time Net.Time Hometown Gender

 8752 36  3,718 2,874 1,607 4,825 15,695 15,539 Pasadena, CA M

11478 31 14,785 5,585 1,881 6,814 23,487 22,816 Victorville, CA F

 3372 47  2,246 1,839 1,530 4,763 14,368 14,330 Danville, CA M

 m TABLE 1.5 three randomly selected runners from the 2017 Los angeles Marathon.



 1.3 InVEStIgatIng data CHAPTER 111

concerned with time given in seconds, for example, the time from when the race begins 
to when the runner crosses the finish line (Net.Time). The variable 15k.Split gives the time 
it took this runner to run the first 15 kilometers. You might have some ideas about what 
qualities lead to faster and slower runners. This will be our research topic: Can we better 
understand what qualities are associated with running a fast Los Angeles Marathon?

Consider the variables provided and write down two questions you would like to 
know about this marathon; focus your attention on questions that could be answered 
with these variables (assuming you can see the full data set).

Perhaps your questions might have concerned the variables themselves. What does 
Bib.Number mean? What’s the difference between Clock.Time and Net.Time? A natural 
question to ask is, “Who won?” but, since we don’t have the runners’ names, this can’t 
be answered. So instead you might ask, “What was the fastest time?” (8938 minutes, or 
about 2 hours 29 minutes). You might also have wondered how different the speeds were 
for men and women. Or perhaps you wondered if older people ran this race slower than 
younger people?

These are all examples of important questions, although only the last two address 
the research topic. In Chapter 2 you’ll learn about Statistical Questions, which are a par-
ticular type of question that can be very productive in a statistical investigation.

Consider Data. In this stage, we consider which data are available to answer the 
question. In fact, many statistical investigations begin at this stage: you are given data 
and need to generate useful questions to help you understand what the data are about. 
This was the case with the L.A. Marathon data.

When considering if your data are helpful for answering the questions you’ve 
posed, it’s very important to understand the context of the data. Who are what was 
observed? What variables were measured, and how were they measured? What were the 
units of measurement? Who collected the data? How did they collected the data? Why 
did they collected the data? When did they collect the data? Where did they collect the 
data.

Sometimes these questions cannot be answered—we simply don’t have the informa-
tion at hand. If so, this could be a reason to distrust the data and proceed with extreme 
caution. If you collected the data yourself, be sure to record this information so that 
future analysts can understand and make use of your efforts.

In this case, the data came from the website http://www.lamarathon.com/race-week-
end/results. (The data were modified somewhat for pedagogical purposes.) The data 
were collected on every runner in the race, as is typical for these large events. We aren’t 
provided with information about how the data were collected, but it seems reasonable to 
assume that the data came from entry forms and from the race officials themselves.

 d Who or what was observed? All participants in the 2017 Los Angeles 
Marathon.

 d What variables were measured, and how? We may have to do a little research 
into the context in order to understand what the variables here mean. For exam-
ple, with a little bit of googling, we can learn that in a large running event such 
as a marathon, it often takes a runner awhile after the start of the race before 
she or he gets to the actual start line. For this reason, the “Clock Time,” the time 
from when the race began and the runner crossed the finish line, is often longer 
than the “Net Time” the time it took the runner to go from the start line to the 
finish line. “Bib Number” is the runner’s assigned ID number. The units for the 
times are in seconds.

 d Who collected the data? The data are official results, and we can assume they 
were assembled and collected by the race officials.

 d When and where did they collect the data? The running times were collected on 
the day of the race, March 19, 2017. These times were collected at the start and 
finish line of the race.

Data Moves c these 
data were scraped 
from a web page 
that provides results 

of marathons from across the 
country. a “script” was written 
in the statistical programming 
language r to convert the many 
pages of htML files on this 
website into a file ready to be 
analyzed.

File c lamarathon.csv

http://www.lamarathon.com/race-week-end/results
http://www.lamarathon.com/race-week-end/results
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Analyze Data. This is the primary topic of this book. You’ll learn in Chapter 2 that 
the first step in an analysis is to visualize the data and that, sometimes, this visualiza-
tion is enough to answer the question of interest. Let’s consider the question, “How 
different were the speeds for men and women?” This is a tricky question, because the 
running times varied considerably for men and women. Some women were faster than 
some men; some men were faster than some women. To help us answer, we refine this 
question to “What was the typical difference in speed between men and women in this 
race?” You’ll see in Chapter 2 that a visualization such as the one in Figure 1.10 is a 
helpful first step toward answering questions like ours. Figure 1.10 displays the distribu-
tions of the Net.Time variable for both men and women. (You’ll learn about how to read 
such visualizations in Chapter 2.) We’ve added a vertical bar to indicate the location of 
the mean time for women (top) and men (bottom). You’ll learn about how, when, and 
why to use the mean in Chapter 3. From the graph, it looks like the mean running time 
for women is a bit over 20,000 seconds (a bit more than 5.5 hours) and for men is less 
than 20,000 seconds.
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Interpret Data. The final step is to interpret your analysis. Interpret is a fancy 
word for “answer your question!” Our question was, “What was the typical difference 
in speed between men and women in this race?” In Chapter 3 you’ll see that the mean 
value gives us one way of measuring this notion of “typical,” and from Figure 1.10 we 
can roughly judge that the means differ by about 2000 seconds. (This is actually a tricky 
judgment call from this graphic, but you’ll soon learn some tools that help you judge 
these distances.) Our answer to the question is: Typically, the men were 2000 seconds 
faster than the women in this race.

Examples 3 and 4 will give you practice with the “Ask Questions” part of the Data 
Cycle.

 c FIGURE 1.10 Visualization of 
running times for women (left) and 
men (right). the vertical line indi-
cates the mean running time for 
each group.

QUESTION Which variables would you consider in order to answer this question: Do 
the critics tend to rate movies lower than the audience rates them?

EXAMPLE 3 At the Movies

The data file movieratings.csv, compiled by statistician James Molyneux, contains data 
on almost 5000 movies. The following variables are provided:

Title, year, runtime, mpaa_rating, studio, color, director, language, country, aspect_
ratio, n_post_face, n_critics, n_audience, reviews_num, audience_rating, critics_rating, 
budget, gross, imdbi_id

The Data Cycle begins with questioning. You might not know precisely what these 
variables mean or how the data were measured, but use your general knowledge about 
movies.

Data Moves c James 
Molyneux merged data 
from  several sources 
to compile this data 

set. Merging related datasets can 
often lead to greater insights. 
File c movieratings.csv
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SOLUTION We see that there are two variables, audience_rating and  
critics_rating, that would likely help us determine if critics tend to rate 
movies differently than “regular” people.

TRY THIS! Exercise 1.15

EXAMPLE 4 Movie Ratings

The variables provided in the datafile movieratings.csv include the following:
Title, year, runtime, mpaa_rating, studio, color, director, language, country, aspect_

ratio, n_post_face, n_critics, n_audience, reviews_num, audience_rating, critics_rating, 
budget, gross, imdb_id

Often we are provided with a “data dictionary” that gives us some guidelines as to 
what the variables mean. Here’s a simplified data dictionary: runtime is the length of the 
movie; color is whether the movie is in color or black-and-white; mpaa_rating is the 
Motion Pictures Association of America guide to the age level of the movie—G, PG, 
PG-13, and so on; critics_rating and audience_rating are average scores of critics from 
the Rotten Tomatoes website.

QUESTION Which of these questions cannot be answered with the data in movierat-
ings.csv?

a. Do critics rate R-rated movies more highly than G-rated movies?

b. Are comedies shorter than dramas?

c. Do audiences prefer shorter movies over longer movies?

d. Do movies that have a large budget receive higher audience ratings?

SOLUTION Question (b) cannot be answered with these data because it requires 
knowing the genre (comedy, drama, documentary, etc.) of the movie, and we do not 
have a variable that provides this information.

TRY THIS! Exercise 1.19

The Data Cycle is not meant to be a hard-and-fast rule that, if followed rigorously, 
is promised to bring you success and happiness. Think of it, instead, as a guiding prin-
ciple, a device to help you if you get stuck. For example, if you’ve just done an analysis 
and are thinking, “Am I done?” take a look at the Data Cycle. After the analysis comes 
the interpretation, and so, unless you’ve done an interpretation, you’re not yet done!

Once we have a data set, we next need to organize and display the data in a way that 
helps us see patterns. This task of organization and display is not easy, and we discuss it 
throughout the entire text. In this section we introduce the topic for the first time, in the 
context of categorical variables.

With categorical variables, we are usually concerned with knowing how often a 
particular category occurs in our sample. We then (usually) want to compare how often 
a category occurs for one group with how often it occurs for another (liberal/conserva-
tive, man/woman). To do these comparisons, you need to understand how to calculate 
percentages and other rates.

SECTION 1.4

Organizing Categorical Data
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 m TABLE 1.7 this data set is 
equivalent to the two-way summary 
shown in table 1.6. We highlighted 
in red those who did not always 
wear a seat belt (the risk takers).

Male Not Always

1 1

1 1

1 0

1 0

1 0

0 1

0 1

0 1

0 0

0 0

0 0

0 0

0 0

0 0

0 0

Caution

Two-Way Tables Summarize 
Categorical Variables
It is tempting to look at a two-
way table like table 1.6 and 
think that you are looking at 
numerical variables, because 
you see numbers. But the 
values of the variables are 
actually categories (gender 
and whether or not the subject 
always wears a seat belt). the 
numbers you see are summa-
ries of the data.

A common method for summarizing two potentially related categorical variables 
is to use a two-way table. Two-way tables show how many times each combination of 
categories occurs. For example, Table 1.6 is a two-way table from the Youth Behavior 
Risk Survey that shows gender and whether or not the respondent always (or almost 
always) wears a seat belt when riding in or driving a car. The actual Youth Behavior 
Risk Survey has over 10000 respondents, but we are practicing on a small sample from 
this much larger data set.

The table tells us that two people were male and did not always wear a seat belt. 
Three people were female and did not always wear a seat belt. These counts are also called 
frequencies. A frequency is simply the number of times a value is observed in a data set.

Some books and publications discuss two-way tables as if they displayed the origi-
nal data collected by the investigators. However, two-way tables do not consist of “raw” 
data but, rather, are summaries of data sets. For example, the data set that produced 
Table 1.6 is shown in Table 1.7.

To summarize this table, we simply count how many of the males (a 1 in the Male 
column) also do not always wear seat belts (a 1 in the Not Always column). We then 
count how many both are male and always wear seat belts (a 1 in the Male column, a 0 
in the Not Always column), how many both are female and don’t always wear seat belts 
(a 0 in the Male column, a 1 in the Not Always column), and finally, how many both 
are female and always wear a seat belt (a 0 in the Male column, a 0 in the Not Always 
column).

Example 5 illustrates that summarizing the data in a two-way table can make it easy 
to compare groups.

EXAMPLE 5 Percentages of Seat Belt Wearers

The 2011 Youth Behavior Risk Survey is a national study that asks American youths 
about potentially risky behaviors. We show the two-way summary again. All of the peo-
ple in the table were between 14 and 17 years old. The participants were asked whether 
they wear a seat belt while driving or riding in a car. The people who said “always” or 
“almost always” were put in the Always group. The people who said “sometimes” or 
“rarely” were put in the Not Always group.

Male Female

Not Always 2 3

Always 3 7

QUESTIONS

a. How many men are in this sample? How many women? How many people do not 
always wear seat belts? How many always wear seat belts?

b. What percentage of the sample are men? What percentage are women? What percent-
age don’t always wear seat belts? What percentage always wear seat belts?

c. Are the men in the sample more likely than the women in the sample to take the risk 
of not wearing a seat belt?

SOLUTIONS

a. We can count the men by adding the first column: 2 + 3 = 5 men. Adding the sec-
ond column gives us the number of women: 3 + 7 = 10.

We get the number who do not always wear seat belts by adding the first row: 
2 + 3 = 5 people don’t always wear seat belts. Adding the second row gives us the 
number who always wear seat belts: 3 + 7 = 10.

 m TABLE 1.6 this two-way table 
shows counts for 15 youths who 
responded to a survey about wearing 
seat belts.

Male Female

Not Always 2 3

Always 3 7
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TRY THIS! Exercise 1.21

b. This question asks us to convert the numbers we found in part (a) to percentages. To 
do this, we divide the numbers by 15, because there were 15 people in the sample. 
To convert to percentages, we multiply this proportion by 100%.

The proportion of men is 5>15 = 0.333. The percentage is 0.333 * 100% = 33.3%.  
The proportion of women must be 100% - 33.3% = 66.7% (10>15 * 100% =
66.7%).

The proportion who do not always wear seat belts is 5>15 = 0.333, or 33.3%. The 
proportion who always wear seat belts is 100% - 33.3% = 66.7%.

c. You might be tempted to answer this question by counting the number of males who 
don’t always wear seat belts (2 people) and comparing that to the number of females 
who don’t always wear seat belts (3 people). However, this is not a fair comparison 
because there are more females than males in the sample. Instead, we should look at 
the percentage of those who don’t always wear seat belts in each group. This question 
should be reworded as follows:

Is the percentage of males who don’t always wear seat belts greater than the percent-
age of females who don’t always wear seat belts?

Because 2 out of 5 males don’t always wear seat belts, the percentage of males who 
don’t always wear seat belts is (2>5) * 100% = 40%.

Because 3 out of 10 females don’t always wear seat belts, the percentage of females 
who don’t always wear seat belts is (3>10) * 100% = 30%.

In fact, females in this sample engage in this risky behavior  
less often than males. Among all U.S. youth, it is esti-
mated that about 28% of males do not always wear 
their seat belt, compared to 23% of females.

The calculations in Example 5 took us from frequencies to percentages. Sometimes, 
we want to go in the other direction. If you know the total number of people in a group 
and are given the percentage that meets some qualification, you can figure out how many 
people in the group meet that qualification.

EXAMPLE 6 Numbers of Seat Belt Wearers

A statistics class has 300 students, and they are asked whether they always ride or drive 
with a seat belt.

QUESTIONS

a. Suppose that 30% of the students do not always wear a seat belt. How many students 
is this?

b. Suppose we know that in another class, 20% of the students do not always wear seat 
belts, and this is equal to 43 students. How many students are in the class?

SOLUTIONS

a. We need to find 30% of 300. When working with percentages, first convert the per-
centage to its decimal equivalent:

30% of 300 = 0.30 * 300 = 90

Therefore, 90 students don’t always wear seat belts.
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TRY THIS! Exercise 1.29

Sometimes, you may come across data summaries that are missing crucial informa-
tion. Pay close attention when tables give counts of things. Suppose we wanted to know 
which city was most at risk for a crime such as burglary? Table 1.8 gives the number of 
burglaries in 2009 reported in several major as reported by the Federal Bureau of Inves-
tigation. We show only the ten cities with the greatest number of burglaries.

It looks like Houston, Texas, is the most dangerous city in terms of burglaries and 
Memphis, Tennessee, one of the least dangerous (among these top ten). But this table is 
missing a crucial piece of information: the number of people who live in the city. A city 
with 1 million people is probably going to have more burglaries than a town of 40,000.

How do we control for the difference in populations? Table 1.9 includes the infor-
mation missing from Table 1.8: the population counts.

State City Number of Burglaries

Texas Houston 19,858

California Los Angeles 16,160

Nevada Las Vegas 14,876

New York New York City 14,100

Illinois Chicago 13,152

Arizona Phoenix 12,798

Texas San Antonio 11,633

Texas Dallas 11,121

Indiana Indianapolis 11,085

Tennessee Memphis 10,272

 c TABLE 1.8 the ten u.S.  cities 
with the greatest numbers of 
 burglaries reported.

b. The question tells us that 20% of some unknown larger number (call it y) must be 
equal to 43.

0.20y = 43

Divide both sides by 0.20 and you get

y = 215

There are 215 total students in the class, and 43 of them don’t always wear seat belts.

State City Population Number of Burglaries

Texas Houston 2,275,221 19,858

California Los Angeles 3,962,726 16,160

Nevada Las Vegas 1,562,134 14,876

New York New York City 8,550,861 14,100

Illinois Chicago 2,728,695 13,152

Arizona Phoenix 1,559,744 12,798

Texas San Antonio 1,463,586 11,633

Texas Dallas 1,301,977 11,121

Indiana Indianapolis 863,675 11,085

Tennessee Memphis 657,936 10,272

 m TABLE 1.9 the same cities with population sizes included.
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With this extra information we can figure out which city is most risky based on its  
size. For example, what percentage of residents reported burglaries in Houston? There 
were 2,275,221 residents and 19,858 burglaries. And so the percentage burgled is 
(19858>2275221) * 100% = 0.87%, after rounding.

Sometimes, with percentages as small as this, we understand the numbers more eas-
ily if instead of reporting the “per cent” we report “per 1000” or even “per 10,000. We call 
such numbers rates. To get the burglary rate per 1000 residents, instead of multiplying 
(19858>2275221) by 100 we multiply by 1000: (19858>2275221) * 1000 = 8.7 bur-
glaries per 1000 people. These results are shown in Table 1.10 (rounded to the hundredths 
place for easier reading).

State City Population Number of Burglaries
Burglaries per 1000 

residents

Texas Houston 2,275,221 19,858  8.73

California Los Angeles 3,962,726 16,160  4.08

Nevada Las Vegas 1,562,134 14,876  9.52

New York New York City 8,550,861 14,100  1.65

Illinois Chicago 2,728,695 13,152  4.82

Arizona Phoenix 1,559,744 12,798  8.21

Texas San Antonio 1,463,586 11,633  7.95

Texas Dallas 1,301,977 11,121  8.54

Indiana Indianapolis 863,675 11,085 12.83

Tennessee Memphis 657,936 10,272 15.61

 m TABLE 1.10 the ten cities with the most burglaries with burglaries per 1000 residents.

We now see that Memphis has the highest burglary rate among these cities and 
New York City the lowest!

KEY 
POINT

in order for us to compare groups, the groups need to be similar. When the 
data consist of counts, then percentages or rates are often better for compari-
sons because they take into account possible differences among the sizes of 
the groups.

EXAMPLE 7 Comparing Rates of Stolen Cars

Which model of car has the greatest risk of being stolen? The Highway Loss Data 
Institute reports that the Ford F-250 pickup truck is the most stolen car; 7 F-250s are 
reported stolen out of every 1000 that are insured. By way of contrast, the Jeep Com-
pass is the least stolen; only 0.5 Jeep Compass is reported stolen for every 1000 insured 
(Insurance Institute for Highway Safety 2013).

QUESTION Why does the Highway Loss Data Institute report theft rates rather than 
the number of each type of car stolen?

SOLUTION We need to take into account the fact that some cars are more popular 
than others. Suppose there were many more Jeep Compasses than Ford F-250s. In that 
case, we might see a greater number of stolen Jeeps, simply 
because there are more of them to steal. By looking at the 
theft rate, we adjust for the total number of cars of that par-
ticular kind on the road.

TRY THIS! Exercise 1.31
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Often, the most important questions in science, business, and everyday life are questions 
about causality. These are usually phrased in the form of “what if” questions. What if 
I take this medicine; will I get better? What if I change my Facebook profile; will my 
profile get more hits?

Questions about causality are frequently in the news. The Los Angeles Times reported 
that many people believe a drink called peanut milk can cure gum disease and slow the 
onslaught of baldness. The BBC News (2010) reported that “[h]appiness wards off heart 
disease.” Statements such as these are everywhere we turn these days. How do we know 
whether to believe these claims?

The methods we use to collect data determine what types of conclusions we can 
make. Only one method of data collection is suitable for making conclusions about 
causal relationships, but as you’ll see, that doesn’t stop people from making such con-
clusions anyway. In this section we talk about three methods commonly used to collect 
data in an effort to answer questions about causality: anecdotes, observational studies, 
and controlled experiments.

Most questions about causality can be understood in terms of two variables: the 
treatment variable and the outcome variable. (The outcome variable is also some-
times called the response variable because it responds to changes in the treatment.) 
We are essentially asking whether the treatment variable causes changes in the outcome 
variable. For example, the treatment variable might record whether or not a person 
drinks peanut milk, and the outcome variable might record whether or not that person’s 
gum disease improved. Or the treatment variable might record whether or not a person 
is generally happy, and the outcome variable might record whether or not that person 
suffered from heart disease in a ten-year period.

People who receive the treatment of interest (or have the characteristic of interest) 
are said to be in the treatment group. Those who do not receive that treatment (or do 
not have that characteristic) are in the comparison group, which is also called the con-
trol group.

Anecdotes
Peanut milk is a drink invented by Jack Chang, an entrepreneur in San Francisco, 
 California. He noticed that after he drank peanut milk for a few months, he stopped 
 losing hair and his gum disease went away. According to the Los Angeles Times 
(Glionna 2006), another regular drinker of peanut milk says that the beverage caused his 
cancer to go into remission. Others have reported that drinking the beverage has reduced 
the severity of their colds, has helped them sleep, and has helped them wake up.

This is exciting stuff! Peanut milk could very well be something we should all be 
drinking. But can peanut milk really solve such a wide variety of problems? On the face 
of it, it seems that there’s evidence that peanut milk has cured people of illness. The Los 
Angeles Times reports the names of people who claim that it has. However, the truth is 
that this is simply not enough evidence to justify any conclusion about whether the bev-
erage is helpful, harmful, or without any effect at all.

These testimonials are examples of anecdotes. An anecdote is essentially a story 
that someone tells about her or his own (or a friend’s or relative’s) experience. Anec-
dotes are an important type of evidence in criminal justice because eyewitness testimony 
can carry a great deal of weight in a criminal investigation. However, for answering 
questions about groups of people with great variability or diversity, anecdotes are essen-
tially worthless.

The primary reason why anecdotes are not useful for reaching conclusions about 
cause-and-effect relationships is that the most interesting things that we study have so 

SECTION 1.5

Collecting Data to Understand Causality
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much variety that a single report can’t capture the variety of experience. For example, 
have you ever bought something because a friend recommended it, only to find that 
after a few weeks it fell apart? If the object was expensive, such as a car, you might have 
been angry at your friend for recommending such a bad product. But how do you know 
whose experience was more typical, yours or your friend’s? Perhaps the car is in fact a 
very reliable model, and you just got a lemon.

A very important question to ask when someone claims that a product brings about 
some kind of change is to ask, “Compared to what?” Here the claim is that drinking 
peanut milk will make you healthier. The question to ask is, “Healthier compared to 
what?” Compared to people who don’t drink peanut milk? Compared to people who 
take medicine for their particular ailment? To answer these questions, we need to exam-
ine the health of these other groups of people who do not drink peanut milk.

Anecdotes do not give us a comparison group. We might know that a group of 
people believe that peanut milk made them feel better, but we don’t know how the milk 
drinkers’ experiences compare to those of people who did not drink peanut milk.

Another reason for not trusting anecdotal evidence is a psychological phenomenon 
called the placebo effect. People often react to the idea of a treatment, rather than to the 
treatment itself. A placebo is a harmless pill (or sham procedure) that a patient believes 
is actually an effective treatment. Often, the patient taking the pill feels better, even 
though the pill actually has no effect whatsoever. In fact, a survey of U.S. physicians 
published in the British Medical Journal (Britt 2008) found that up to half of physi-
cians prescribe sugar pills—placebos—to manage chronic pain. This psychological wish 
fulfillment—we feel better because we think we should be feeling better—is called the 
placebo effect.

Observational Studies
The identifying mark of an observational study is that the subjects in the study are 
put into the treatment group or the control group either by their own actions or by the 
decision of someone else who is not involved in the research study. For example, if we 
wished to study the effects on health of smoking cigarettes (as many researchers have), 
then our treatment group would consist of people who had chosen to smoke, and the 
control group would consist of those who had chosen not to smoke.

Observational studies compare the outcome variable in the treatment group with 
the outcome variable in the control group. Thus, if many more people are cured of gum 
disease in the group that drinks peanut milk (treatment) than in the group that does not 
(control), then we would say that drinking peanut milk is associated with improvement 
in gum disease; that is, there is an association between the two variables. If fewer peo-
ple in the happy group tend to have heart disease than those in the not-happy group, we 
would say that happiness is associated with improved heart health.

Note that we do not conclude that peanut milk caused the improvement in gum dis-
ease. In order for us to draw this conclusion, the treatment group and the control group 
must be very similar in every way except that one group gets the treatment and the other 
doesn’t. For example, if we knew that the group of people who started drinking peanut 
milk and the group that did not drink peanut milk were alike in every way—both groups 
had the same overall health; were roughly the same ages; included the same mix of gen-
ders and races, education levels; and so on—then if the peanut milk group members are 
healthier after a year, we would be fairly confident in concluding that peanut milk is the 
reason for their better health.

Unfortunately, in observational studies this goal of having very similar groups is 
extremely difficult to achieve. Some characteristic is nearly always different in one group 

KEY 
POINT

When someone makes a claim about causality, ask, “compared to what?”
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than in the other. This means that the groups may experience different outcomes because 
of this different characteristic, not because of the treatment. A difference between the 
two groups that could explain why the outcomes were different is called a confounding 
variable or confounding factor.

For example, early observational studies on the effects of smoking found that a 
greater percentage of smokers than of nonsmokers had lung cancer. However, some sci-
entists argued that genetics was a confounding variable (Fisher 1959). They maintained 
that the smokers differed genetically from the nonsmokers. This genetic difference made 
some people more likely to smoke and more susceptible to lung cancer.

This was a convincing argument for many years. It not only proposed a specific 
difference between the groups (genetics) but also explained how that difference might 
come about (genetics makes some people smoke more, perhaps because it tastes better 
to them or because they have addictive personalities). And the argument also explained 
why this difference might affect the outcome (the same genetics cause lung cancer). 
Therefore, the skeptics said, genetics—and not smoking—might be the cause of lung 
cancer.

Later studies established that the skeptics were wrong about genetics. Some stud-
ies compared pairs of identical twins in which one twin smoked and the other did not. 
These pairs had the same genetic makeup, and still a higher percentage of the smok-
ing twins had cancer than of the nonsmoking twins. Because the treatment and control 
groups had the same genetics, genetics could not explain why the groups had differ-
ent cancer rates. When we compare groups in which we force one of the variables to 
be the same, we say that we are controlling for that variable. In these twin studies, the 
researchers controlled for genetics by comparing people with the same genetic makeup 
(Kaprio and Koskenvuo 1989).

A drawback of observational studies is that we can never know whether there exists 
a confounding variable. We can search very hard for it, but the mere fact that we don’t 
find a confounding variable does not mean it isn’t there. For this reason, we can never 
make cause-and-effect conclusions from observational studies.

EXAMPLE 8 Does Poverty Lower IQ?

“Chronic Poverty Can Lower Your IQ, Study Shows” is a headline from the online mag-
azine Daily Finance. The article (Nisen 2013) reported on a study published in the jour-
nal Science (Mani et al. 2013) that examined the effects of poverty on problem-solving 
skills from several different angles. In one part of the study, researchers observed sugar 
cane farmers in rural India both before and after harvest. Before the harvest, the farmers 
typically have very little money and are often quite poor. Researchers gave the farmers 
IQ exams before the harvest and then after the harvest, when they had more money, and 
found that the farmers scored much higher after the harvest.

QUESTION Based on this evidence alone, can we conclude that poverty lowers peo-
ple’s IQ scores? If yes, explain why. If no, suggest a possible confounding factor.

SOLUTION No, we cannot. This is an observational study. The participants are in 
or out of the treatment group (“poverty”) because of a situation beyond the research-
ers’ control. A possible confounding variable is nutrition; before harvest, without much 
money, the farmers are perhaps not eating well, and this could lower their IQ scores. 

KEY 
POINT

We can never draw cause-and-effect conclusions from observational studies 
because of potential confounding variables. a single observational study can 
show only that there is an association between the treatment variable and the 
outcome variable.
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TRY THIS! Exercise 1.47

(In fact, the researchers considered this confounding 
variable. They determined that nutrition was relatively 
constant both before and after the harvest, so it was ruled 
out as a confounding variable. But other confounding 
variables may still exist.)

Controlled Experiments
In order to answer cause-and-effect questions, we need to create a treatment group and a 
control group that are alike in every way possible, except that one group gets a treatment 
and the other does not. As you’ve seen, this cannot be done with observational studies 
because of confounding variables. In a controlled experiment, researchers take control 
by assigning subjects to the control or treatment group. If this assignment is done cor-
rectly, it ensures that the two groups can be nearly alike in every relevant way except 
whether or not they receive the treatment under investigation.

Well-designed and well-executed controlled experiments are the only means 
we have for definitively answering questions about causality. However, controlled 
experiments are difficult to carry out (this is one reason why observational studies are 
often done instead). Let’s look at some of the attributes of a well-designed controlled 
experiment.

A well-designed controlled experiment has four key features:

 d The sample size must be large so that we have opportunities to observe the full 
range of variability in the humans (or animals or objects) we are studying.

 d The subjects of the study must be assigned to the treatment and control groups 
at random.

 d Ideally, the study should be “double-blind,” as explained later.

 d The study should use a placebo if possible.

These features are all essential in order to ensure that the treatment group and the 
control group are as similar as possible.

To understand these key design features, imagine that a friend has taken up a new 
exercise routine in order to lose weight. By exercising more, he hopes to burn more cal-
ories and so lose weight. But he notices a strange thing: the more he exercises, the hun-
grier he gets, and so the more he eats. If he is eating more, can he lose weight? This is a 
complex issue, because different people respond differently both to exercise and to food. 
How can we know whether exercise actually leads to weight loss? (See Rosenkilde et al.  
(2012) for a study related to the hypothetical one presented here.) To think about how 
you might answer this question, suppose you select a group of slightly overweight 
young men to participate in your study. For a comparison group, you might ask some of 
them not to exercise at all during the study. The men in the treatment group, however, 
you will ask to exercise for about 30 minutes each day at a moderate level.

Sample Size
A good controlled experiment designed to determine whether exercise leads to 
weight loss should have a large number of people participate in the study. People 
react to changes in their activity level in a variety of ways, so the effects of exercise 
can vary from person to person. To observe the full range of variability, you therefore 
need a large number of people. How many people? This is a hard question to answer, 
but in general, the more the better. You should be critical of studies with very few 
participants.
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Random Assignment
The next step is to assign people to the treatment group and the comparison group such 
that the two groups are similar in every way possible. As we saw when we discussed 
observational studies, letting the participants choose their own group doesn’t work, 
because people who like to exercise might differ in important ways (such as level of 
motivation) that would affect the outcome.

Instead, a good controlled experiment uses random assignment to assign partici-
pants to groups. One way of doing this is to flip a coin. Heads means the participant 
goes into the treatment group, and tails means she or he goes into the comparison group 
(or the other way around—as long as you’re consistent). In practice, the randomizing 
might instead be done with a computer or even with the random-number generator on 
a calculator, but the idea is always the same: No human determines group assignment. 
Rather, assignment is left to chance.

If both groups have enough members, random assignment will “balance” the groups. 
The variation in weights, the mix of metabolisms and daily calorie intake, and the mix 
of most variables will be similar in both groups. Note that by “similar” we don’t mean 
exactly the same. We don’t expect both groups to have exactly the same percentage of 
people who like to exercise, for example. Except in rare cases, random variation results 
in slight differences in the mixes of the groups. But these differences should be small.

Whenever you read about a controlled experiment that does not use random assign-
ment, remember that there is a very real possibility that the results of the study are 
invalid. The technical term for what happens with nonrandomized assignment is bias. 
We say that a study exhibits bias when the results are influenced in one particular direc-
tion. A researcher who puts the heaviest people in the exercise group, for example, is 
biasing the outcome. It’s not always easy, or even possible, to predict what the effects of 
the bias will be, but the important point is that the bias creates a confounding variable 
and makes it difficult, or impossible, to determine whether the treatment we are investi-
gating really affects the outcome we’re observing.

KEY 
POINT

random assignment (assignment to treatment groups by a randomization pro-
cedure) helps balance the groups to minimize bias. this helps make the groups 
comparable.

Blinding
So far, we’ve recruited a large number of men and randomly assigned half to exercise 
and half to remain sedentary. In principle, these two groups will be very similar. How-
ever, there are still two potential differences.

First, we might know who is in which group. This means that when we interact 
with a participant, we might consciously or unconsciously treat that person differently, 
depending on which group he or she belongs to. For example, if we believe strongly 
that exercise helps with weight loss, we might give special encouragement or nutrition 
advice to people who are in the exercise group that we don’t give to those in the com-
parison group. If we do so, then we have biased the study.

To prevent this from happening, researchers should be blind to assignment. This 
means that an independent party—someone who does not regularly see the partici-
pants and who does not participate in determining the results of the study—handles the 
assignment to groups. The researchers who measure the participants’ weight loss do not 
know who is in which group until the study has ended; this ensures that their measure-
ments will not be influenced by their prejudices about the treatment.

Second, we must consider the participants themselves. If they know they are 
in the treatment group, they may behave differently than they would if they knew 
 nothing about their group assignment. Perhaps they will work harder at losing weight. 
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Details

The Real Deal
a study similar to the one 
described here was carried 
out in Denmark in 2012. the 
researchers found that young, 
overweight men who exer-
cised 30 minutes per day lost 
more body fat than those who 
exercised 60 minutes per day. 
Both groups of exercisers lost 
more body fat than a group 
that did not exercise at all. one 
conclusion is that more intense 
exercise for overweight people 
leads to an increase in appe-
tite, and so moderate levels of 
exercise are best for weight 
loss. (rosenkilde, et al. 2012).

Or perhaps they will eat much more because they believe that the extra exercise allows 
them to eat anything they want.

To prevent this from happening, the participants should also not know whether 
they are in the treatment group or the comparison group. In some cases, this can be 
accomplished by not even telling the participants the intent of the study; for example, 
the participants might not know whether the goal is to examine the effect of a sedentary 
lifestyle on weight or whether it is about the effects of exercise. (However, ethical con-
siderations often forbid the researchers from engaging in deception.)

When neither the researchers nor the participants know whether the participants  
are in the treatment or the comparison group, we say that the study is double-blind.  
The double-blind format helps prevent the bias that can result if one group acts differ-
ently from the other because they know they are being treated differently or because the  
researchers treat the groups differently or evaluate them differently because of what 
the researchers hope or expect.

Placebos
The treatment and comparison groups might differ in still another way. People often 
react not just to a particular medical treatment, but also to the very idea that they are get-
ting medical treatment. This means that patients who receive a pill, a vaccine, or some 
other form of treatment often feel better even when the treatment actually does abso-
lutely nothing. Interestingly, this placebo effect also works in the other direction: if they 
are told that a certain pill might cause side effects (for example, a rash), some patients 
experience the side effects even though the pill they were given is just a sugar pill.

To neutralize the placebo effect, it is important that the comparison group receive 
attention similar to what the treatment group receives, so that both groups feel they are 
being treated the same by the researchers. In our exercise study, the groups behave very 
differently. However, the sedentary group might receive weekly counseling about lifestyle 
change or might be weighed and measured just as frequently as the treatment group. If, 
for instance, we were studying whether peanut milk improves baldness, we would require 
the comparison group to take a placebo drink so that we could rule out any placebo effect 
and thus perform a valid comparison between the treatment and control groups.

KEY 
POINT

the following qualities are the “gold standard” for experiments:

Large sample size. this ensures that the study captures the full range of varia-
tion among the population and allows small differences to be noticed.

Controlled and randomized. random assignment of subjects to treatment or 
comparison groups helps to minimize bias.

Double-blind. neither subjects nor researchers know who is in which group.

Placebo (if appropriate). this format controls for possible differences between 
groups that occur simply because some subjects are more likely than others to 
expect their treatment to be effective.

EXAMPLE 9 Brain Games

Brain-training video games, such as Nintendo’s Brain Age, claim to improve basic  
intelligence skills, such as memory. A study published in the journal Nature investi-
gated whether playing such games can actually boost intelligence (Owen et al. 2010). 
The researchers explain that 11,430 people logged onto a web page and were randomly 
assigned to one of three groups. Group 1 completed six training tasks that emphasized 
“reasoning, planning and problem-solving.” Group 2 completed games that emphasized 
a broader range of cognitive skills. Group 3 was a control group and didn’t play any of 
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Caution

At Random
the concept of randomness is 
used in two different ways in 
this section. Random assign-
ment is used in a controlled 
experiment. Subjects are ran-
domly assigned to treatment 
and control groups in order to 
achieve a balance between 
groups. this ensures that 
the groups are comparable 
to each other and that the 
only difference between the 
groups is whether or not they 
receive the treatment under 
investigation. Random selec-
tion occurs when researchers 
select subjects from some 
larger group via a random 
method. We must employ 
random selection if we wish to 
extend our results to a larger 
group.

Extending the Results
In both observational studies and controlled experiments, researchers are often inter-
ested in knowing whether their findings, which are based on a single collection of peo-
ple or objects, will extend to the world at large.

The researchers in Example 9 concluded that brain games are not effective, but 
might it just be that the games weren’t effective for those people who decided to partici-
pate? Maybe if the researchers tested people in another country, for example, the find-
ings would be different.

It is usually not possible to make generalizations to a larger group of people unless 
the subjects for the study are representative of the larger group. The only way to collect 
a sample that is representative is to collect the objects we study at random. We will dis-
cuss how to collect a random sample, and why we can then make generalizations about 
people or objects who were not in the sample, in Chapter 7.

Selecting subjects using a random method is quite common in polls and surveys 
(which you’ll also study in Chapter 7), but it is much less common in other types of 
studies. Most medical studies, for example, are not conducted on people selected ran-
domly, so even when a cause-and-effect relationship emerges between the treatment and 
the response, it is impossible to say whether this relationship will hold for a larger (or 
different) group of people. For this reason, medical researchers often work hard to repli-
cate their findings in diverse groups of people.

Statistics in the News
When reading in a newspaper or blog about a research study that relies on statistical 
analysis, you should ask yourself several questions to evaluate how much faith you can 
put in the conclusions reached in the study:

1. Is this an observational study or a controlled experiment?

  If it’s an observational study, then you can’t conclude that the treatment caused 
the observed outcome.

QUESTION

SOLUTION

TRY THIS!

these games; instead, members were prompted to answer “obscure” questions. At the 
end of six weeks, the participants were compared on several different measures of think-
ing skills. The results? The control group did just as well as the treatment groups.

Which features of a well-designed controlled experiment does this study 
have? Which features are missing?

Sample size: The sample size of 11,430 is quite large. Each of the three 
groups will have about 3800 people.

Randomization: The authors state that patients were randomly assigned to one of 
the three groups.

Double-blind format: Judging on the basis of this description, there was no double-
blind format. It’s possible (indeed, it is likely) that the researchers did not know, while 
analyzing the outcome, to which treatment group individuals had been assigned. But 
we do not know whether participants were aware of the existence of the three different 
groups and how they differed.

Placebo: The control group participated in a “null” game, in which 
they simply answered questions. This activity is a type of placebo 
because the participants could have thought that this null game was 
a brain game.

Exercise 1.49
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2. If the study is a controlled experiment, was there a large sample size? Was 
randomization used to assign participants to treatment groups? Was the study 
double-blind? Was there a placebo?

  See the relevant section of this chapter for a review of the importance of these 
attributes.

3. Was the paper published in a peer-reviewed journal? What is the journal’s 
reputation?

  “Peer-reviewed” means that each paper published in the journal is rigorously 
evaluated by at least two anonymous researchers familiar with the field. The 
best journals are very careful about the quality of the research they report on. 
They have many checkpoints to make sure that the science is as good as it can 
be. (But remember, this doesn’t mean the science is perfect. If you read a medi-
cal journal regularly, you’ll see much debate from issue to issue about certain 
results.) Other journals, by contrast, sometimes allow sloppy research results, 
and you should be very wary of these journals.

4. Did the study follow people for a long enough time?

Some treatments take a long time to work, and some illnesses take a long time to 
show themselves. For example, many cost-conscious people like to refill water 
bottles again and again with tap water. Some fear that drinking from the same 
plastic bottle again and again might lead to cancer. If this is true, it might take 
a very long time for a person to get cancer from drinking out of the same bottle 
day after day. So researchers who wish to determine whether drinking water 
from the same bottle causes cancer should watch people for a very long time.

Often it is hard to get answers to all these questions from a newspaper article. Fortu-
nately, the Internet has made it much easier to find the original papers, and your college 
library or local public library will probably have access to many of the most popular 
journals.

Even when a controlled experiment is well designed, things can still go wrong. One 
common way in which medical studies go astray is that people don’t always do what 
their doctor tells them to do. Thus, people randomized to the treatment group might not 
actually take their treatments. Or people randomized to the Atkins diet might switch to 
Weight Watchers because they don’t like the food on the Atkins diet. A good research 
paper will report on these difficulties and will be honest about the effect on the research-
ers’ conclusions.

EXAMPLE 10  Does Skipping Breakfast Make You  
Gain Weight?

The New York Times reported on a seven-year study about the eating habits of a sample 
of 50,000 adults in the United States (Rabin 2017). The participants were all members 
of the Seventh Day Adventist religion. According to the report, “breakfast eaters” were 
more likely to keep their weight down after seven years than were “breakfast skippers.”

QUESTION Is this most likely an observational study or a controlled experiment? 
Why? Does this mean that if you skip breakfast you will gain weight?

SOLUTION This is most likely an observational study. The treatment variable is 
whether or not someone eats breakfast. Although you could possibly assign people 
to eat or not eat breakfast for a short time, it is very unlikely this could be sustained 
for seven years and with such a large number of participants. Therefore, most likely 
researchers simply observed the habits that the participants voluntarily adopted. (This is, 
in fact, how the study was conducted.)
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EXAMPLE 11 Crohn’s Disease

Crohn’s disease is a bowel disease that causes cramping, abdominal pain, fever, and 
fatigue. A study reported in the New England Journal of Medicine (Columbel et al. 
2010) tested two medicines for the disease: injections of infliximab (Inflix) and oral 
azathioprine (Azath). The participants were randomized into three groups. All groups 
received an injection and a pill (some were placebos but still a pill and an injection). 
One group received Inflix injections alone (with placebo pills), one received Azath pills 
alone (with placebo injections), and one group received both injections and pills. A good 
outcome was defined as the disease being in remission after 26 weeks. The accompany-
ing table shows the summary of the data that this study yielded.

Combination Inflix Alone Azath Alone

Remission 96 75  51

Not in Remission 73 94 119

QUESTIONS

a. Compare the percentages in remission for the three treatments. Which treatment was 
the most effective and which was the least effective for this sample?

b. Can we conclude that the combination treatment causes a better outcome? Why or 
why not?

SOLUTIONS

a. For the combination: 96>169, or 56.8%, success
 For the Inflix alone: 75>169, or 44.4%, success
 For the Azath alone: 51>170, or 30%, success

The combination treatment was the most effective for this sample, and Azath alone was 
the least effective.

b. Yes, we can conclude that the combination of drugs causes a 
better outcome than the single drugs. The study was placebo-
controlled and randomized. The sample size was reasonably 
large. Blinding was not mentioned, but at least, thanks to the 
placebos, the patients did not know what treatment they were 
getting.

TRY THIS! Exercise 1.55

TRY THIS! Exercise 1.53

Because this is an observational study, we cannot conclude that the treatment  
variable (skipping breakfast) affects the outcome variable (weight gain). Possibly, 
 people who regularly skip breakfast have other 
lifestyle characteristics that might cause them 
to gain weight. A potential confounding vari-
able is that people who skip breakfast regularly 
might be under considerable time pressure, and 
this stress results in overeating at other times 
of day.



1

Dangerous Habit?
Does drinking coffee cause cancer? This question turns out to be difficult to answer. 
It is true that coffee contains acrylamide, but it is difficult to know if it contains it in 
large enough quantities to cause harm in humans. Acrylamide is produced by some 
plant-based foods when they are heated up or cooked. (Not just coffee, but also french 
fries and potato chips.) Controlled studies carried out on rats and mice did show that 
ingesting acrylamide through water increased their cancer risk. But controlled stud-
ies are not possible or ethical with humans, and according to the American Cancer 
Society, attempts to find significant differences in cancer rates between those who eat 
acrylamide-rich diets and those who do not have either failed to find an increased risk or 
have found mixed results. In 2016, the International Agency for Research on Cancer, an 
agency run by the World Health Organization (WHO), downgraded the risks of coffee 
from “probably carcinogenic for humans” to “not classifiable as to its carcinogeneticity 
to humans.” In slightly plainer language, this means that the current evidence does not 
allow one to conclude that coffee causes cancer in humans.

This does not mean that scientists have proved that drinking coffee is safe. As time 
goes on, we will no doubt learn more about the risks, or lack of risks, of drinking coffee 
as potential confounding variables are ruled out.

Sources:
https://www.cancer.org/cancer/cancer-causes/acrylamide.html

https://www.iarc.fr/en/media-centre/iarcnews/2016/DebunkMyth.php

CASE STUDY 
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To begin your data exploration, you’ll learn about how data 
are stored and how some files can be downloaded onto your 
computer and then uploaded into statistical software.

Many governments throughout the world are 
participating in “Open Data” initiatives. Open Data are 
data collected, usually at taxpayer expense, to help 
inform policy and decision making. Because taxpayers 
pay for the collection, advocates of open data argue 
that the public should be able to view and use the data.

To see if your local government has open data, 
perform an internet search using the words “open data” 
and the name of your city or county, or a city near you. 
Most medium-to-large cities participate, as do many 
smaller towns and cities, although some have much 
more data than others.

Most cities that have open data will have many, 
many different opportunities. Not all these will be 
interesting to you, and not all of them, frankly, contain 
data that are useful or, indeed, any data at all.

You should approach this project in the mind-
set of an explorer. The structure and quality of these 
websites varies drastically. Some make it really easy 
(such as Santa Monica, CA), a few make it really hard. 
Some will claim they have data, but what they really 
provide are tools to analyze data that they won’t allow 
you to download or view. Others will provide photos or 
screenshots of data but not anything you can analyze. 
So be brave and open-minded and expect to encounter 
some dead-ends!

Project
Once you’ve identified a government with open data, 
find an area or theme that interests you. For example, 
you might be interested in response times of the fire 
department, crimes, how much government employees 
are paid, or the health ratings of restaurants. Some 
cities organize data by theme, such as Finance, Public 
Safety, and so on. You might have to do some poking 
around to find a data set that is interesting.

Your goal is to download a data file. But not just 
any data file; we need one we can that your statistical 

software will understand. To do this, you’ll want to look 
for some sort of option to “Export” or “Download” a file. 
In some cases, these words might not be used and 
you’re expected to simply click on a link.

There are three things you need to pay attention to: 
the format, the structure, and the existence of metadata.

Format refers to the types of files provided and the 
software that can open them. For example, files that end 
in .txt—text files—can usually be open by many types 
of software, whereas files that end in “.docx” can be 
opened only by Microsoft Word. StatCrunch wants files 
that end in .xlsx, .xls (Excel spreadsheets), .ods (Open 
Office spreadsheet), or .csv, .txt, .tsc (text files).

Datafiles often use a delimiter to determine where 
one entry ends and another begins. For example, if a 
data file contains this:

1345

you don’t know whether it is the number one thousand 
three hundred forty-five or the four digits 1, 3, 4, 5 or 
the two numbers 13 and 45 or anything else. A delimiter 
tells you when one value ends and the next begins. 
A comma-delimited files, which usually ends in the 
extension .csv, uses commas to do this:

1, 34, 5

for the values one, thirty-four, and five.
A tab-delimited file (.tsv or .txt) uses tabs

1   34   5

Metadata is documentation that helps you 
understand the data. Sometimes it is called a 
“codebook” or “data dictionary.” It should answer the 
who, what, when, where, why, and how of the data. 
But most important, it should tell you what the variable 
names mean and what the values mean. With any luck, 
it will also tell you the data type (for example, is it a 
number or a character?).

GOAL

YOUR CITY, YOUR DATA

1

2

3

DATAPROJECT c  How Are Data  
Stored?

OVERVIEW

Download an interesting data file and understand how it is structured.



Warning: you might have to look at a great many 
data files before you find one that is useful.

Assignment
download a data set and write a report answering these 
questions

1.  What is the urL of the page from which you 
downloaded your data?

2.  What file types are available for your data? What file 
type did you download?

3.  how many variables are there? how many 
observations?

4.  What does a row in the data set represent? In other 
words, what is the basic unit of observation?

5.  Why were these data collected? What is their 
purpose? how were they collected?

6.  In terms of megabytes (or gigabytes), how large is 
the file? (this information might not be available on 
the website; you might need to determine using your 
computer’s operating system).

7.  Why were you interested in this data set? give some 
examples of what you want to know from these data.

8.  try to upload the data to Statcrunch. describe what 
happens. did you get what you expected? did you 
get an error? describe the outcome.

   29
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SOURCES

Statistics is the science (and art) of collecting and analyzing obser-
vations (called data) and communicating your discoveries to others. 
Often, we are interested in learning about a population on the basis 
of a sample taken from that population. 

Statistical investigations often progress through four stages 
(which we call the Data Cycle): Asking questions, considering the 
data available to answer the questions, analyzing the data, and inter-
preting the analysis to answer the questions.

With categorical variables, we are often concerned with com-
paring rates or frequencies between groups. A two-way table is 
sometimes a useful summary. Always be sure that you are making 
valid comparisons by comparing proportions or percentages of 
groups or that you are comparing the appropriate rates.

Many studies are focused on questions of causality: If we 
make a change to one variable, will we see a change in the other? 

Anecdotes are not useful for answering such questions. Observa-
tional studies can be used to determine whether associations exist 
between treatment and outcome variables, but because of the possi-
bility of confounding variables, observational studies cannot support 
conclusions about causality. Controlled experiments, if they are well 
designed, do allow us to draw conclusions about causality.

A well-designed controlled experiment should have the follow-
ing attributes:

A large sample size
Random assignment of subjects to a treatment group and to a 

control group
A double-blind format
A placebo

SUMMARY

After reading this chapter and doing the assigned homework prob-
lems, you should

 d Be able to distinguish between numerical and categorical vari-
ables and understand methods for coding categorical variables.

 d Know how to find and use rates (including percentages) and 
understand when and why they are more useful than counts for 
describing and comparing groups.

 d Understand when it is possible to infer a cause-and-effect rela-
tionship from a research study and when it is not.

 d Be able to explain how confounding variables prevent us from 
inferring causation and suggest confounding variables that are 
likely to occur in some situations.

 d Be able to distinguish between observational studies and con-
trolled experiments.

LEARNING OBJECTIVES

statistics, 2
variation, 3
data, 3
variables, 6
data set, 6
sample, 6
population, 6
numerical variable, 7
categorical variable, 7

stacked data, 8
unstacked data, 8
two-way table, 14
frequency, 14
rate, 17
causality, 18
treatment variable, 18
outcome variable (or response 

variable), 18

treatment group, 18
comparison group (or control 

group), 18
anecdotes, 18
placebo, 19
placebo effect, 19
observational  

study, 19
association, 19

confounding variable  
(or confounding  
factor), 20

controlled experiment, 21
random assignment, 22
bias, 22
blind, 22
double-blind, 23
random selection, 24

KEY TERMS

CHAPTER REVIEW

http://news.bbc.co.uk/2/hi/health/8520549.stm
http://Bloomberg.com
http://www.iihs.org/news/Kahleova
http://www.iihs.org/news/Kahleova



